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I. Introduction
The purpose of this article is to provide an overview

of the surface structures of the clean surfaces of
tetrahedrally coordinated semiconductors within the
context of identifying the main features of their
structural chemistry. We develop the point of view
that the surface regions of these materials form two-
dimensional (2D) compounds whose bonding is
constrained by the requirement of epitaxy with the
substrate1 and that the coordination chemistry of
these compounds differs from that of molecules or
(three-dimensional) bulk solids in specific ways.2
Our coverage is confined to low-index faces. Specif-
ically, our interest lies in the atomic geometries of
ideal single-crystal regions of surfaces rather than
in the morphology of surfaces with multiple domains,
steps, or defects. Finally, although similar consid-
erations have been applied to interpret oxide surface
structures more generally,3 our attention herein is
confined to tetrahedrally coordinated elemental and
binary compound semiconductors.
The traditional approach to constructing a review

of this type is to consider each surface separately and
to describe the structural studies4-11 or theoretical
predictions of surface structure4-7,12,13 for each indi-
vidual surface. This procedure offers an abundance
of case histories, but little by way of guidance
concerning how to make sense out of the wealth of

Dr. Charles B. Duke is Senior Research Fellow at Xerox Corporation.
Prior to holding this position, he was Deputy Director and Chief Scientist
of the Pacific Northwest Division of the Battelle Memorial Institute and
Affiliate Professor of Physics at the University of Washington. From 1972
to 1988 he held various technical and management positions at the Xerox
Research Laboratories in Webster, NY and was an Adjunct Professor of
Physics at the University of Rochester. During 1969−72, he was a
Professor of Physics and member of the Materials Research Laboratory
and Coordinated Science Laboratory at the University of Illinois in Urbana,
IL, following six years as a staff member of the General Electric Corporate
Research and Development Center in Schenectady, NY. He received
his Ph.D. in physics from Princeton in 1963 following a B.S. Summa Cum
Laude with distinction in mathematics from Duke University in 1959. He
is a Fellow and an Honorary Member of the American Vacuum Society,
a Fellow of the American Physical Society, a Fellow of the IEEE, and a
life member of Sigma Xi. In 1977, Dr. Duke received the Medard W.
Welch Award in Vacuum Science and Technology. In 1979 he served
as President of the American Vacuum Society, and since 1979, as
Treasurer of its Electronic Materials and Processing Division. He served
on the Board of Directors of the American Vacuum Society for seven
years. He was chairman of the 1977 Gordon Research Conference on
the Chemistry and Physics of Solids and of the 1983 Gordon Research
Conference on Organic Thin Films and Solid Surfaces. In 1981 he was
named one of the ISI 1000 internationally most cited scientists. During
1985−86 he served as founding editor-in-chief of the Journal of Materials
Research, the official journal of the Materials Research Society. From
1988 to 1992 and 1995 to 1997, he served (will be serving) on the council
of the Materials Research Society, serving as Treasurer during 1991−2.
In 1992 he was named editor of Surface Science. In 1993 he was elected
to the National Academy of Engineering. He is serving on the Council of
the American Physical Society during 1995−8. He was chairman of the
Board of Editors of the Journal of Vacuum Science and Technology during
1976−82 and is currently a member of the editorial boards of Journal of
Materials Research, Critical Reviews of Solid-State and Materials Sciences,
Surface Science Reports, the Chemistry and Physics of Surfaces and
Interfaces, and the Encyclopedia of Applied Physics. He served on the
Governing Board of the American Institute of Physics from 1976 to 1987,
being a member of the Board’s Executive Committee, Corporate Associates
Committee, Educational Policy Committee, Journals Committee, and
Committee on Public Education and Information. He has written over
350 papers on surface science, materials research, semiconductor physics,
and the electronic structure of molecular solids, as well as a monograph
on electron tunneling in solids. He is the editor of Surface Science: The
First Thirty Years.

1237Chem. Rev. 1996, 96, 1237−1259

S0009-2665(95)00212-3 CCC: $25.00 © 1996 American Chemical Society



specific results. An alternative approach, pursued
sporadically in the literature12-17 but extended and
applied systematically to clean semiconductor sur-
faces only during the past few years,2,3 is to extract
from the details of specific cases general guidelines,
usually referred to as “principles”, which govern the
behavior of the 2D compounds which form at sur-
faces. This is the approach which we follow here by
first articulating the principles governing the 2D
surface structural chemistry and then discussing
selected examples in light of these principles.
The coverage of the associated literature is com-

plete on the basis of the author’s personal files,
augmented by key word computer searches, for the
period 1989-94. Prior work is mentioned only if
it is of particular historical interest and, where
convenient, references to such work are made to the
review literature. No effort is made to cite all of the
papers on all semiconductor surfaces. We examine
selected examples of thoroughly studied low-index
faces of elemental or binary compound semiconduc-
tors of interest as illustrations of the application
of the principles of semiconductor reconstruction.
Studies are included in the discussion only if they
encompass a quantitative determination or prediction
of the microscopic atomic geometry of the surface in
question. Thus, this review is an attempt to provide
a comprehensible overview of the concepts that
govern the reconstruction of semiconductor surfaces
rather than a comprehensive listing of papers on any
given reconstructed surface. Other reviews in the
literature3-13 already serve the latter purpose. More-
over, compendia of known surface structures also are
available.18-21

II. Concepts in the Structural Chemistry of
Semiconductor Surfaces

Semiconductor surfaces are said to be recon-
structed if their symmetry parallel to the surface is
lower than that of the bulk solid. A standard
notation has been adopted to describe these reduced
symmetry structures22 in which e.g., a Si(hkl)-(n×m)
symbol designates a structure parallel to the (hkl)
lattice plane of Si the dimensions of whose primitive
two dimensional unit cell is n times the bulk lattice
distance along the x axis and m times it along the y
axis. Even if the symmetry of the surface unit cell
is the same as that for the bulk, the atoms in the
surface region typically move large distances (e.g.,
tenths of angstroms) relative to the positions which
they would have occupied in a truncated bulk lattice.
Such surfaces are said to be relaxed (as opposed to
reconstructed). We use the term “reconstructed” in
the generic sense in this article, without regard to
whether the surface symmetry is lowered or not.
Why do semiconductor surfaces reconstruct? Two

basic concepts are required to answer this question:
chemical bonding and charge neutrality. We can
visualize tetrahedrally coordinated semiconductors
as being bound together by directional covalent
(elemental semiconductors) or partially covalent and
partially ionic (compound semiconductors) nearest-
neighbor bonds as described e.g., by Pauling23 or
Phillips.24 These bonds are illustrated schematically
in Figure 1 for the diamond and zincblende structure

tetrahedrally coordinated semiconductors. Each con-
tains two spin-paired electrons. When a surface is
formed, some of these bonds will be broken, leading
to associated surface charge densities which contain
only one unpaired electron. Such “dangling” bonds
are illustrated schematically in Figure 2 for several
low index faces. They are unstable. Hence, the
atoms in the surface region relax from their bulk
positions in order to reduce the surface free energy
by forming new bonds. Reaching a structure which
exhibits a local minimum in the surface free energy
implies that the chemical valencies of the surface
species (or at least of most of these species) are
satisfied in the reconstructed geometry. For a typical
surface multiple local minima, associated with dif-
ferent surface structures, occur in the free energy.
Thus, more information is required to describe which
structure occurs in a given situation. For all of these
structures, however, we expect the atomic chemical
valencies, suitably expressed for 2D systems, to be
satisfied insofar as a suitable topological arrange-
ment of atoms, compatible with the geometry of the

Figure 1. Ball-and-stick model of the zincblende atomic
geometry. Open circles represent cations (e.g., Zn) and
closed circles anions (e.g., S). If both species are identical
(e.g., C, Si, Ge), then this structure becomes the diamond
atomic geometry. Balls represent atomic species and lines
(i.e., “sticks”) the bonds between them. The heavy shad-
owed lines around the second-layer atom indicate the
tetrahedral coordination of the individual atomic species
in these structures. (Adapted from Duke, ref 2, with
permission.)

Figure 2. Plane view of a diamond structure elemental
semiconductor normal to a (111) plane. Solid circles indi-
cate atoms, and lines indicate bonds. The lines at the
surfaces indicate the “dangling” bonds associated with a
truncate bulk surfaces. (Adapted from Duke, ref 2, with
permission.)
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substrate, can be found which permits this satis-
faction to occur.
Not only do the surfaces of semiconductors exhibit

relaxed atomic positions, but also in general they
have a different chemical composition from the bulk,
even for clean surfaces. These compositions are
governed by the requirement that the surface region
be charge neutral.15,25 This requirement leads to the
prediction of certain specific allowed stoichiometries
for the surface compounds. Which composition
actually occurs depends on the conditions under
which the surface was prepared. If the bulk semi-
conductor is uncharged (i.e., has no space charge
region at the surface), then the surface compound is
uncharged and the surface is said to be autocompen-
sated. In general a semiconductor exhibits a space
charge region, in which case the surface compound
contains just enough charge to render the entire
space charge region electrically neutral. In this
situation, the charge in the surface compound is
typically achieved by the generation of charged
defects in an otherwise periodic autocompensated
structure.26

Although the notions of saturated chemical bonding
and charge neutrality suffice to illustrate the basic
driving forces of semiconductor surface reconstruc-
tion, the description of the details of these recon-
structions requires the introduction of additional
concepts borrowed from chemical kinetics and solid-
state physics. For example, in general the surface
structure observed depends upon how the surface is
prepared. The Si(111) surface affords an illuminat-
ing example of this fact: Low-temperature cleavage
generates a (2×1) structure which upon heating first
becomes a (5×5) and then a (7×7) structure, and upon
further heating the surface disorders to give a (1×1)
structure.10,11 Laser annealing generates a (1×1)
structure even at low temperatures10,27 although
high-temperature annealing and cooling always
generates the (7×7) structure. For compound semi-
conductors grown by molecular beam epitaxy (MBE)
the situation is even more complex because beam
fluxes as well as substrate temperature can be
varied.28 Thus, the kinetic accessibility as well as
the ground-state free energy plays an important role
in determining which of the various possible recon-
structions actually occurs under a specified set of
preparation conditions.
Another set of concepts required to determine the

details of the structures of these 2D surface struc-
tures emanates from the extended nature of the
electronic wave functions in solids. In the case of the
structures of the (110) cleavage faces of III-V,
II-VI, and I-VII binary compound semiconductors,
local coordination chemistry considerations suffice to
rationalize the surface structures of the III-V com-
pounds but not of the II-VI and I-VII materials.1,5,7
Achieving a coherent description of the structures of
the entire family of materials requires adopting an
extended (i.e., delocalized) surface state description
of the atomic bonding charge densities in the surface
region and specifying the minimum free energy
condition (i.e., the saturation of the surface valencies)
in terms of these delocalized states. Only when this
delocalized description is used can the systematics
of the structures across the whole family of materials

be explained.5,7 Another important solid-state con-
cept required to understand the details of semicon-
ductor surface structures is that of Fermi surface
instabilities.2,29 Always in one dimension and under
certain circumstances in two dimensions metallic
states are unstable to the formation of collective
electronic ground states (e.g., charge-density-wave
or spin-density-wave states) which generate an
energy gap at the metallic Fermi energy, i.e., convert
the surface-state eigenvalue spectrum from metallic
to semiconducting. These collective electronic states
often are accompanied by lattice relaxations which
change the structure of the surface (Peierls transi-
tions29) as occurs, e.g., in the tilting of surface dimers
for Si(100)-(2×1).2,30 Thus, extensions of the local
coordination chemistry model of chemical bonding are
required in order to provide a coherent, comprehen-
sive description of the surface structures of tetra-
hedrally coordinated semiconductors.
Finally, because the rehybridized 2D surface com-

pounds do not fit perfectly on their bulk solid
substrates, long-range elastic stress and strain fields
occur in the vicinity of the surface.31-33 In certain
situations, e.g., Si(100)-(2×1), these long-range fields
can exert a decisive effect on the surface morphology
due to the presence of a degenerate ground state
associated with different orientations of equivalent
domains.31,34 For the clean surfaces of tetrahedrally
coordinated semiconductors the energy stored in
these fields usually is small (∼0.01 eV/surface atom),
however, relative to that obtained from rehybridizing
a dangling bond (∼1 eV/atom).35 Therefore for
determining the atomic geometries of the low index
surfaces their influence is often negligible. For
vicinal stepped surfaces their influence on the step
morphology can be substantial,31,33 but these effects
lie beyond the scope of this review.

III. Surface Structure Motifs
Surface structural studies on the low-index faces

of clean elemental and binary semiconductors have
revealed a variety of unexpected atomic motifs out
of which the structures are composed. Compendia
of the major ones have been given by Duke.2 We
recapitulate the highlights of these here to set the
stage for the articulation of the principles of semi-
conductor reconstruction which unify the description
of the wide diversity of observed motifs.
Zigzag chain structures, roughly analogous to

sp2-bonded trans-polyene chains, occur on the
surfaces of both elemental and compound semicon-
ductors. Perhaps the best known of these is the
unexpected double-layer chain structure found
upon low-temperature cleavage of Si, i.e., Si(111)-
(2×1)10,11,36,37 which is shown in Figure 3. The most
common example is found in the structure of the
(110) cleavage surfaces of zincblende structure com-
pound semiconductors4-7,11,38 as shown in Figure 4.
Another unexpected occurrence is observed on the
cation (111) surfaces of III-V compounds. As indi-
cated in Figure 5, a cation vacancy forms, generating
three dangling As bonds to accompany the three
dangling Ga bonds in the primitive unit cell. The
Ga electrons transfer to the As dangling bonds and
the whole structure relaxes to form a chain structure
like that shown in Figure 4 for the cleavage faces.
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The energy gained by the relaxation exceeds that
required to generate the vacancy, leading to a stable
structure predicted by Chadi39 which has been
observed for GaAs,40 GaP,41 GaSb,42 and InSb.43 A
variant of the chain motif is found on the (112h0)
nonpolar cleavage faces of wurtzite structure com-
pound semiconductors.4-7,38 For these surfaces a
glide-plane symmetry does not permit planar zigzag
chains, so retention of the appropriate local coordina-
tion for the surface atoms produces the puckered
chain structure shown in Figure 6. Therefore chain
structures constitute a ubiquitous motif on many
different types of tetrahedrally coordinated semicon-
ductor surfaces.
A second common motif is a dimer on the surface

each of whose constituents is back-bonded to two

substrate species. Well-known examples include the
tilted dimers on Si(100)-(2×1),8,10-12,30,44 shown in
Figure 7 and the variety of dimer and missing dimer
structures found on GaAs(100) as a function of
preparation condition4,11,26,45,46 one of which45 is shown
in Figure 8. Contrary to Si(100)-(2×1), the dimers
on GaAs(100) are thought to be untilted.47 Tilted
dimers also are found, however, on the (101h0)
cleavage surfaces of wurtzite structure compound
semiconductors,4-7,38 as shown in Figure 9. Thus,

Figure 3. Ball-and-stick model of the (2×1) π-bonded
chain structure on Si(111) resulting from the single-bond
scission cleavage of silicon. (Adapted from Haneman and
Chernov, ref 37b, with permission.)

Figure 4. Atomic geometry of the relaxed nonpolar (110)
cleavage faces of zincblende structure binary compound
semiconductors. (From Duke, ref 7, with permission.)

Figure 5. Schematic indication of the ideal (unrelaxed)
GaAs(111)-p(2×2)-Ga vacancy structure. (From Duke, ref
9, with permission.)

Figure 6. Drawing of the reconstructed (“relaxed”) non-
polar (112h0) cleavage surfaces of wurtzite structure
binary semiconductors. (From Duke andWang, ref 38, with
permission.)

Figure 7. Ball-and-stick model of the buckled dimer
structure of Si(100)-(2×1). (Adapted from J. M. MacLauren
et al., ref 18. Reprinted by permission of Kluwer Academic
Publishers. Copyright 1987.)

Figure 8. Schematic illustration of the GaAs(100)-c(2×8)
[or (2×4)] reconstruction. Dashed lines indicate the surface
unit cell. (Adapted from Biegelsen et al., ref 45b, with
permission.)
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dimer structures are found on the surfaces of elemen-
tal semiconductors as well as on both the polar and
nonpolar surfaces of compound semiconductors.
Trimer motifs seem less common. Thus far, they

have only been found on the (1h1h1h) surfaces of GaAs.11,48
A schematic diagram of the possible trimer structures
is given in Figure 10.
Two additional motifs are observed on the surfaces

of elemental semiconductors: 3-fold coordinated
adatoms and stacking faults. Both are observed on
the Si(111)-(7×7) structure8,10,11,49 shown in Figure
11. The 3-fold coordinated adatoms also are a
prominent feature of the Ge(111)-(2×8) structure.11,50
The Si(111)-(7×7) structure also exhibits dimers and
3-fold coordinated substrate atoms (“rest” atoms).
Figures 3-11 illustrate well the range of structural

motifs and behaviors observed at the low-index
surfaces of tetrahedrally coordinated semiconductors.
In the literature, each surface is typically considered
as a special case, complete with its own history and
story of changing opinions about the “correct” struc-

ture as a function of time. Our goal here is to alter
this case-by-case perspective and, instead, to examine
the entire structural and theoretical information base
to extract generalizations which describe the system-
atics of the observed structures. Thus, in the follow-
ing section we propose five “principles” which
describe most, if not all, of the structures observed
to date. Application of these principles will enable
the interpretation of most of the observed features
in a straightforward way, and offer considerable
predictive powers in new cases. In some situations,
e.g., the cleavage faces of binary compound semicon-
ductors, even more powerful scaling laws and
universality principles may apply.2,7 In others, e.g.,
the determination of surface morphology, additional
considerations like surface stress need to be added.
The principles form, however, a useful base from
which to view the wide variety of experimental and
theoretical results in order to appreciate the signifi-
cance of the entire scope of the results, as well as
the specific details of each individual case.

IV. Principles of Semiconductor Surface
Reconstruction
In order to construct a synthetic view of the driving

forces of semiconductor reconstructions, it is useful
to regard the surface region as a new chemical
compound whose structure and composition is
constrained by the fact that it must fit epitaxically
on the corresponding bulk substrate.1,2 These
compounds correspond to minima in the surface free
energies, so their structure and properties may
be evaluated theoretically by minimizing the free

Figure 9. Drawing of the reconstructed (“relaxed”) non-
polar (101h0) cleavage surfaces of wurtzite structure binary
semiconductors. (From Duke and Wang, ref 38, with
permission.)

Figure 10. Schematic illustration of the trimer model of
the GaAs(111)-(2×2) and GaAs(1h1h1h)-(2×2) reconstructions.
Large solid circles denote top layer As atoms in the
“trimer”. For GaAs(111)-(2×2) small open circles designate
top-layer Ga atoms, and small solid circles denote second
layer As atoms. For GaAs(1h1h1h)-(2×2) small open circles
designate top-layer As atoms, and small solid circles denote
second-layer Ga atoms. (Adapted from Biegelsen et al., ref
48, with permission.)

Figure 11. Schematic illustration of the top (panel a) and
side (panel b) views of the dimer-adatom-stacking-fault
(DAS) model of the Si(111)-(7×7) structure. The side view
is given along the diagonal of the unit cell. In the top view
(panel a) the large striped circles designate the adatoms
in the top layer of the structure. The large solid circles
designate “rest atoms” in the second layer which are not
bonded to an adatom. Large open circles designate triply
bonded atoms in the layer, whereas small open circles
designate 4-fold coordinated atoms in the bilayer beneath.
Smaller solid circles designate atoms in the fourth and fifth
bilayer from the surfaces. The size of all circles is propor-
tional to the proximity to the surface. The side view (panel
b) is a plane view of the nearest-neighbor bonding in a
plane normal to the surface containing the long diagonal
of the surface unit cell. Smaller circles indicate atoms out
of the plane of this diagonal. (Adapted from Takayanagi et
al., ref 49, with permission.)
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energy.12,13,35 Multiple minima occur for most sur-
faces, differing in both composition and structure.
Which minimum is accessed experimentally depends
upon how the surface is prepared. Thus, a typical
surface exhibits multiple structures depending upon
preparation conditions as well as on the ambient
temperature and pressure. Finally, these structures
and their properties are characteristic of two-
dimensional (2D) systems of finite thickness. In
order to describe their structure and bonding we need
to utilize concepts appropriate to the description of
extended 2D systems, as indicated in section III. In
particular, the development of suitable concepts
requires extensions of those used describing the local
coordination chemistry of molecules and adaptations
of those used in describing that of bulk (three-
dimensional) solids.2

Our approach to developing a synthetic view of
semiconductor surface reconstruction is to search the
literature for general features of semiconductor sur-
face structures and their interpretation which can be
abstracted as “principles” which describe their
construction. This sort of activity has a long history,
indicated with varying degrees of explicitness in
several of the reviews cited.2,6,8,12,13,25 Building on
earlier work, Duke2,51 proposed an explicit set of five
principles suitable to describe the clean low-index
faces of tetrahedrally coordinated elemental and
compound semiconductors. These principles are built
on two important foundations, the concepts of 2D
chemical bonding and the charge neutrality of sur-
faces, as described in section III. In the simple cases
that we consider, no space charge occurs so the
surface compounds are electrically uncharged, i.e.,
autocompensated. In this limit, the five principles
of semiconductor surface reconstruction for the
surfaces of tetrahedrally coordinated compound semi-
conductors can be articulated as specified in the
remainder of this section.
Principle 1: Reconstructions tend either to saturate

surface “dangling” bonds via rehybridization or to
convert them into nonbonding electronic states.
This principle, as stated, applies to group IV

semiconductors. Extensions are required for
compound compounds.5,7,12 Suitable extensions
appropriate for all tetrahedrally coordinated com-
pound semiconductors (III-V, II-VI, and I-VII) are
given as principles 4 and 5 below. If epitaxy with
the substrate permits chemically sensible 2D surface
compounds satisfying this requirement to exist, they
occur. Sometimes, for example the (111) surfaces of
Si and GaAs, structures which rigorously satisfy this
requirement contain so much strain or coulomb
repulsion between distorted bonds that lower
symmetry structures which only partially satisfy it
may exhibit lower free energies. Even in these cases,
however, the energetics of the resulting structures
may be described in terms of models which express
the idea that they minimize the number of dangling
bonds.8,52 Thus, the notion of forming surface
compounds comprised of atomic species with satisfied
surface valencies is a fundamental principle which
spans the numerous special cases of tetrahedrally
coordinated semiconductor surface structures.
Principle 2: In many cases (and in all quasi-one-

dimensional ones) surfaces can lower their energies

by atomic relaxations leading to semiconducting (as
opposed to metallic) surface state eigenvalue spectra.
This principle expresses the result that in systems

with extended electronic wave functions, metallic
ground states do not occur in one dimension (1D) and
in certain circumstances also do not occur in two
dimensions (2D).29 Perhaps the clearest example of
its operation on tetrahedrally coordinated semicon-
ductor surfaces is the tilting of the dimers on Si(100)
and Ge(100).30,44 If the dimers were untilted, the
occupied and unoccupied π bands associated with the
surface dimers would overlap, and the chains of
dimers along the surface would form a semimetal.
As noted above, semimetals are unstable in 1D and
in this case the resulting collective ground state is
characterized by a Peierls distortion of the dimers.
The applicability of this principle to semiconductor
surface structures is an example of the result that
the properties and energetics of these structures are
governed by principles which describe systems which
exhibit extended electronic states in one or more
dimensions. That is, local coordination chemistry
considerations alone are inadequate to account for
all of the observed properties of semiconductor sur-
face structures.
Principle 3: The surface structure observed will be

the lowest free-energy structure kinetically accessible
under the preparation conditions.
As noted earlier, in general the structure observed

on a semiconductor surface will depend on the
process used to prepare the surface. This is hardly
surprising: Essentially all of the structures utilized
in semiconductor electronic devices are metastable
at room temperature and are designed to be produced
with a sequence of process steps chosen so that the
results of earlier steps are not damaged by subse-
quent ones. Metastable structures need not be the
consequence of minima in the free energy, however,
whereas the semiconductor surface structures which
we discuss here do correspond to free energy minima.
This is reflected in the fact that they may be
generated by a variety of process conditions and
correspond, therefore, to a local (but not necessarily
the global) minimum in the free energy. This prin-
ciple captures the result that the observed structure
is that corresponding to the lowest free-energy
minimum which can be reached kinetically by the
process conditions used to prepare the surface.
The clearest examples of the operation of this

principle are the (111) cleavage faces of Si and Ge.
Low-temperature cleavage produces a (2×1) struc-
ture, whereas annealing to high temperatures pro-
duces the Si(111)-(7×7)10,11 and the Ge(111)-c(2×8)11,53
both of which are stable upon subsequent cooling. A
diagram of the Ge(111)-c(2×8) structure is given in
Figure 12.54 At still higher temperatures both
surfaces exhibit a (1×1) structure before the bulk
crystal melts,10,11,55 sometimes reaching the final
high-temperature structure in more than one stage.11,55
The (2×1) structure obtained by low-temperature
cleavage is a locally stable structure, but not the
lowest free-energy structure which is obtained for
both surfaces by annealing and subsequent cooling,
high temperatures being necessary to generate the
adatoms in the lowest free-energy structures.
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Principles 1-3 are the only ones required for
space-charge free elemental semiconductors, but for
compound semiconductors the surface atomic
composition may be different from that of the bulk
and large charge transfer routinely occurs at the
surface from one atomic species to another. Describ-
ing these phenomena requires an additional principle
to specify the outcome of the charge transfer and a
reformulation of principle 1 to comprehend structural
scaling relations between III-V, II-VI, and I-VII
compound semiconductors. In the form in which we
present these two principles they encompass
principle 2 as well in that applied in combination they
automatically generate semiconducting surface
state spectra. Thus, for compound semiconductors
principles 1-3 are replaced by principles 3-5 where
principles 4 and 5 are specified as follows:
Principle 4: Surfaces tend to be autocompensated.
An important constraint which limits the possible

stoichiometries of compound semiconductor surfaces
is the requirement that no charge accumulate at the
surface.15 In the limit that surface defects which
account for the compensation of charge in the space
charge layer are neglected, the surface is electrically
neutral. In this limit, the charge neutrality
constraint has been developed into a set of electron-
counting rules which can be applied directly to
determine allowable surface compositions.25,56 These
rules are based on the hypothesis that bonding and
nonbonding surface states that lie below the Fermi
energy at the surface must be filled, whereas the
nonbonding and antibonding states which lie above
this energy must be empty. This criterion is labeled
the “nonmetallicity” condition. As noted above, it
encompasses principle 2 in that surface relaxations
must occur to insure the validity of this condition.
Surfaces which satisfy it are said to be autocompen-

sated. In order to deal with doped semiconductor
these rules must be extended to account for defects
at the surface which compensate the space charge.26
In this extended form, the autocompensation
principle is satisfied by all known structures for
which a quantitative test is available. It has been
proposed to fail for only one structure:48 GaAs(1h1h1h)-
(x19xx19) which is a complex structure for which
neither a detailed structure analysis nor a description
of the surface bonding is yet available.
This principle describes a wide variety of structures

on the polar surfaces of compound semi-
conductors.25,26,45,46,48,56-59 It is satisfied identically
on the nonpolar cleavage faces of compound semi-
conductors. For the polar surfaces, it specifies a set
of allowed stoichiometries, and hence candidate
structures, from which the actual structure can
be selected by experimental determination. For
example it predicts the 3:1 ratio of anion dimers to
missing anion dimers shown in Figure 8 or a corre-
sponding structure in which one of the dimers occurs
in the third layer;45 the 2:2 ratio of top-layer anion
dimers to second-layer cation dimers which occurs
when the second layer also dimerizes,46 the change
to a uniform (2×1) dimer structure on II-VI(100) as
opposed to missing dimer structures on III-V(100),56d
and the further change to a c(2×2) anion or cation
vacancy structure on I-VII(100).58 It also describes
the III-V(111)-(2×2) cation vacancy structure shown
in Figure 540-43 and the III-V(1h1h1h)-(2×2) anion
trimer structure shown in Figure 10.48 Detailed
microscopic calculations also support its validity,56a,60
so its viability and utility are firmly established.
Principle 5: For a given surface stoichiometry, the

surface atomic geometry is determined primarily by
a rehybridization-induced lowering of the surface
state bands associated with either surface bonds or
(filled) anion dangling bond states.
Whereas for compound semiconductors principle 4

determines allowed surface stoichiometries, principle
5 determines their detailed atomic geometries. It is
formulated as an extension to compound semiconduc-
tors of principle 1 which as articulated is most useful
for the nonpolar surfaces of group IV and III-V
semiconductors. Principle 5 is an extension of prin-
ciple 1 for both nonpolar and polar surfaces because
it embodies a new notion not contained in principle
1: that of surface chemical bonding carried by the
delocalized electronic surface states characteristic of
a two-dimensional epitaxically constrained surface
compound. This is an extension of traditional local
bonding concepts characteristic of molecular bond-
ing61 and bulk solid23 bonding which is required to
comprehend the similarities between the cleavage
surface bonding of III-V, II-VI, and I-VII semi-
conductors.1,7 Thus, principle 5 can be applied to
describe the relaxations of the cleavage faces of II-
VI and I-VII semiconductors whereas principle 1,
while true, does not illuminate the origin of the
resulting surface structures. Principle 5 is, moreover,
subject to direct experimental verification in that the
surface states which carry the surface chemical
bonding can be observed directly by angle-resolved
photoemission spectroscopy (ARPES). Thus, hypoth-
eses about the character of this bonding can be tested

Figure 12. Schematic illustration of the top view of the
adatom model of the Ge(111)-c(2×8) low-temperature equi-
librium structure. The adatoms, top-layer atoms bonded
to adatoms (“back-bond atoms”), top-layer atoms not bonded
to an adatom (“rest atoms”) and second-layer atoms are
indicated. (From Klistner and Nelson, ref 54, with permis-
sion.)

Semiconductor Surface Reconstruction Chemical Reviews, 1996, Vol. 96, No. 4 1243



directly by comparing the predictions of suitable
theoretical descriptions of these hypotheses with
ARPES results.5-7,11,12 This aspect of principle 5 is
useful in interpreting results for group IV and III-V
as well as II-VI and I-VII surfaces.
A major motivation for developing principle 5 as

an extension to principle 1 is the recognition62 that
the (110) cleavage surface structures of all zincblende
structure compound semiconductors are essentially
identical when distances are measured in units of the
bulk lattice constant. Since the coordination chem-
istry of II-VI compounds differs greatly from that
of III-V’s, local coordination chemistry concepts like
those articulated in principle 1 had to be recast into
the more general context of principle 5. The verifica-
tion of principle 5 for the cleavage faces of both
wurtzite and zincblende II-VI and III-V compounds
has been described by Duke.7

For the zincblende cleavage faces, the surface
structure scaling rules have been extended to develop
a more general notion of universality for the potential
energy surfaces governing the relaxation and lattice
dynamics of these surfaces.7,63 The minima in these
surfaces specify the relaxed atomic geometries,
whereas their curvature in the vicinity of these
minima specify the effective atomic dynamics spring
constants (and hence the phonon frequencies). The
existence of scaling laws predicted by these potential
energy surfaces confirms the concept that the con-
straint of epitaxy with the tetrahedrally coordinated
substrate leads to new types of surface chemical
bonding, mediated by delocalized two-dimensional
surface states rather than by local molecular coor-
dination chemistry. Principle 5 is an expression of
this result.
Principle 5 has not been tested rigorously for

surfaces other than the zincblende and wurtzite
cleavage surfaces. Since the new motifs character-
istic of epitaxically constrained surface chemical
bonding are localized within a few atomic layers of
the surface, their bonding and occupied nonbonding
charge densities must, by definition, be comprised of
linear superpositions of electronic eigenstates which
are surface states or resonances. Energy minimiza-
tion calculations8,12,13,30,32,35,36,39,60,64-66 rarely identify
the surface-state contributions to the total energy.
Hence, the microscopic origin of the energy lowering
by virtue of the surface relaxation often is not
explored. Only for zincblende7,67 and wurtzite38,68
cleavage faces has the separation of the surface state
energies been made sufficiently explicit that principle
5 can be validated. Principle 5 is, however, expected
to be valid for all surfaces of tetrahedrally coordi-
nated semiconductors, reducing in some cases to
principle 1 which is more visualizable in terms of
traditional local chemical bonding concepts.23,61

These principles can be comprehended only by
applying them. Thus, in the following two sections
we indicate their application to the interpretation of
some extensively studied surface structures. These
examples, hopefully, serve to make the principles
“real”: i.e., directly useful to the reader. The essence
of this article, however, is its point of view to toward
the topic, which already is articulated in this and the
preceding three sections.

V. Elemental Semiconductors

A. Si(111)
Si(111) is the cleavage face of silicon. As noted

earlier, low-temperature (T e 600 K) ultrahigh
vacuum (UHV) cleavage produces a (2×1) structure.
Annealing this surface to above 603 K (in vacuum)
generates a (5×5) structure which upon further
heating to 873 K becomes a (7×7) structure.11 This
conversion process is quite complex, depending ex-
plicitly upon the process conditions and initial mor-
phology of the Si(111) surface.11 Still further heating
to about 1123 K causes the surface to disorder. A
large volume of literature (hundreds of papers) has
been generated on these structures and the transi-
tions between them. This literature through mid-
1986 has been reviewed by Haneman.10 Selected
aspects have been discussed more recently by Mönch.11
Our purposes in this section are to examine the
extent to which the (2×1) and (7×7) structures satisfy
the principles articulated in the preceding section and
to indicate the major contributions to the determi-
nation and prediction of these structures since Hane-
man’s review. The (5×5) structure is thought to
exhibit a structure analogous to that of the (7×7) for
which much more extensive quantitative structure
determinations have been reported.10,11

If the Si crystal is cleaved so that only one bond
per Si atom is broken, then the Si(111)-(2×1) struc-
ture shown in Figure 3 results. It was first predicted
by Pandey69 and confirmed subsequently by a host
of experimental measurements and theoretical pre-
dictions.8,10 Quantitative structure determinations
have been performed using low-energy electron dif-
fraction (LEED)70 and ion scattering.71 A recent first
principles prediction72 of this structure compares
favorably with these results, as do it predecessors.73
Recent scanning tunneling microscopy (STM) experi-
ments74 have confirmed both the structure itself and
the existence of a gap between the occupied (π) and
excited (π*) pi electron states associated with the
tilted chains shown in Figure 3. Moreover, calculated
π-electron occupied and empty surface state eigen-
value spectrum show excellent correspondence with
the measured photoelectron spectra as demonstrated
by Northrup et al.72 and shown in Figure 13. Thus,
the acceptability of the structure shown in Figure 3
is well established.
This structure obeys the principles articulated in

section IV. Principle 1 is satisfied because all of the
valencies of the surface Si species are satisfied: three
by bonding σ electrons, shown by the lines in Figure
3, and the final one by the π bonds corresponding to
the lower surface state shown in Figure 13. Principle
2 is satisfied because the π and π* bands shown in
Figure 13 do not overlap. The tilting of the surface
chains renders neighboring atoms in these chains
sufficiently electronically inequivalent to insure a
semiconducting surface-state eigenvalue spectrum.
Finally, principle 3 is satisfied because the energy
barrier for relaxation from the truncated bulk surface
to the π-chain structure shown in Figure 3 has been
shown to be sufficiently small that this structure is
kinetically accessible.73a Principles 4 and 5 apply to
compound rather than elemental semiconductors.
Thus, these principles do indeed “explain” (i.e.,
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permit the rationalization of) the Si(111)-(2×1) struc-
ture shown in Figure 3.
The only serious challenge to this structure has

been raised by Haneman and co-workers37 who argue
that a three bond scission π-chain structure would
be equally compatible with the STM measurements,
surface-state excitation spectra, and the thermody-
namics of surface formation and transformation.
Given the quantitative structure analyses and theo-
retical predictions of the one-bond scission structure
shown in Figure 3 this possibility seems a bit remote,
although the quality of the fits of the LEED intensity
data70 indicate that a revised analysis could produce
a structure which is equally or better correlated with
the data. The proposed three bond scission structure
is equally compatible with our principles of semicon-
ductor surface reconstruction, so these principles do
not distinguish between the two possibilities. Only
more structural and theoretical analyses can resolve
this issue.
The generally accepted10 dimer-adatom-stack-

ing-fault (DAS) model of the Si(111)-(7×7) structure
is shown in Figure 11. It was proposed on the basis
of an analysis of transmission electron diffraction
data by Takayanagi et al.49 in 1985 and subsequently
has been tested and/or refined by LEED,75 glancing
incidence X-ray diffraction,76 X-ray reflectivity,77
transmission electron diffraction,78 STM,79 and reflec-
tion high-energy electron diffraction (RHEED).80
This is the most complex and famous clean surface
structure in the history of surface science. The
lengthy history of attempts at its determination is
summarized from two different points of view in the
reviews by Schlüter8 and Haneman.10 Some discrep-
ancies between the various determinations of the
detailed structural coordinates remain (e.g., the
height of the adatoms77), but the general features of
the DAS structure seem well established.
An important recent development is the extension

of ab initio local density functional (LDF) total energy
calculations to run on parallel supercomputers thereby
enabling their application to large structures like

Si(111)-(7×7).64 The atomic geometry of the DAS
structure has been predicted this way64a,b and judged
to give an even better description of RHEED data
than the original DAS structure and its LEED
refinement.80b,c These predictions also are in good
agreement with an earlier (semiempirical) tight-
binding-model calculation81 of the structure. They
permit, moreover, a quantitative comparison of the
relative energies of the (2×1) and (7×7) structures
(subject to certain technical approximations which
accompany any calculation of this nature64c,d) which
leads to the result that the (7×7) is lower in energy
(at zero temperature) by 0.06eV per (1×1) unit cell:
a remarkably small number indicative of the many
competing phenomena which lead ultimately to this
complicated structure.
Naively, the Si(111)-(7×7) structure may not seem

to satisfy our principles because its surface electronic
excitation spectra is believed to be metallic, indicative
of residual unsatisfied valencies at the surface, in
contradiction to the spirit (but not the detail) of
principle 1. Metallic excitation spectra are not
precluded for 2D systems by principle 2, however, so
that this principle is satisfied, as is the third because
the high-temperature heating of the sample allows
adatoms to be generated from the (2×1) surface
which then converts in a stepwise fashion into the
(7×7).11,82 As noted above, the (7×7) has been shown
explicitly to have the lowest free energy of the
plausible structures, at least at zero temperature, so
that its generation under suitable kinetic conditions
is expected. The concept which we require to com-
prehend the operation of principle (1) for the (7×7)
structure is the saturation of surface valencies by
dimer row domain walls between faulted and un-
faulted regions of a Si(111) surface. A model which
explicitly embodies the tradeoffs between dangling
bond removal via adatom decoration and the forma-
tion of stacking faults, with their concomitant domain
walls between faulted and unfaulted regions of the
surface and corner holes at the intersections of these
domain walls, has been developed by Vanderbilt.52
In this model the primary driving force for the
surface reconstruction is the elimination of dangling
bonds by dimer-row domain walls (which are ener-
getically most favorable) at a cost in energy of the
formation of stacking faults and corner holes. Ada-
tom formation merely reduces the effective cost in
energy of a corner hole. If the cost of forming the
stacking faults and corner holes is too great, simple
dangling bond-removing adatom structures are
formed, like the c(2×8) structure of Ge(111) shown
in Figure 12. If their cost is exceeded by the energy
gained by the formation of domain walls, then the
conditions of epitaxy on diamond structure (111)
surfaces permit a family of (3×3), (5×5), (7×7), etc.
structures consisting of faulted and unfaulted regions
separated by domain walls. Since strain impacts the
costs of the stacking faults and corner holes, the
imposition of external strain can cause transitions
between the different possible structures. Vanderbilt
shows that this model can describe a variety of
otherwise puzzling results on the stress dependence
of Si(111) and Ge(111) surface structures. In terms
of this model, principle 1 is satisfied. The Si(111)
surface minimizes its dangling bonds by the forma-

Figure 13. Comparison of the calculated (solid circles) and
measured (crosses) electronic surface state eigenvalue
spectra for Si(111)-(2×1). The top band is the empty π*
band and the lower one is the occupied π band. The surface
Brillouin zone for Si(111)-(2×1) is shown in the inset. (From
Northrup, Hybertson, and Louie, ref 72, with permission.)
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tion of dimer-row domain walls which are energeti-
cally favorable because of the relative low energies
of stacking fault and corner hole formation. Not all
the dangling bonds are removed in this fashion, so a
metallic surface state eigenvalue spectrum can result.
From this perspective the Si(111)-(7×7) DAS struc-
ture is a consequence of the ease of forming stacking
faults in Si: a solid-state effect that renders unneces-
sary the saturation of all the dangling bonds by
adatoms in favor of forming ordered epitaxical pat-
terns of solid-state defects at the surface. This
phenomenon saturates most of the bonds, and the
remaining electrons form nonbonding (or weak π-like
bonding) 2D surface state bands, as indicated by
principle 1. Therefore the principles of semiconduc-
tor surface reconstruction articulated in section IV
describe even complicated structures like the Si(111)-
(7×7) once the possibilities introduced by the solid-
state nature of the substrate are comprehended.

B. Si(100)

As in the case of Si(111), the literature on Si(100)
is substantial. Thorough accounts of the work prior
to 1987 are given in the reviews by Schlüter8 and
Haneman10 which are updated in part by Mönch.11
Circa 1987 this surface, prepared by suitably cutting
a bulk crystal and subsequently vacuum processing
it, was believed to exhibit the (2×1) structure shown
in Figure 7. Lower symmetry low-temperature phases
had been predicted,83 and regions of c(4×2) and
p(2×2) symmetry had been observed by STM at room
temperature.84 The dimer surface motif was well
established by 1987, although debate was occurring
as to whether or not the dimers were tilted.8,10

The (2×1) dimer structure shown in Figure 7 is in
excellent correspondence with the principles articu-
lated in section IV. From a chemical perspective, we
can regard the surface dimer in Figure 7 as being
bound by a σ bond emanating from the two dangling
bond orbitals in between the dimerized surface atoms
and a weaker π-like bond emanating from the two
dangling bond orbitals pointed away from the dimer.
The associated π* bonding orbital is empty but is
separated from the bonding orbital by only a small
energy gap (Eg ∼ 0.5eV).44 Because of the two-
dimensional character of the surface the molecular
π and π* orbitals broaden into bands associated with
the wave vectors in the surface Brillouin zone. These
bands overlap for a symmetric (i.e., untilted) dimer,
so that the surface becomes metallic, as shown in the
lower panel of Figure 14. Since these bands are
nearly one dimensional (along the rows of dimers),
however, in accordance with principle 2, it is ener-
getically favorable for the surface to lower its energy
by an atomic relaxation2,29,30 and hence the dimers
tilt, opening up a gap between filled electronic states
originating primarily from the “up” atom and empty
states originating primarily from the “down” atom.
The resulting “asymmetric” or tilted dimer model is
in good quantitative accord both with experimental
determinations of the surface excitation spectra85 and
with modern (i.e., converged) total energy calcula-
tions.65,66,86 The asymmetric dimers have been
observed directly by UHV transmission electron

diffraction,87 by analysis of of the differential reflec-
tivity associated with the π and π* surface states,88
and at low temperatures by STM.89 Moreover, the
charge asymmetry on the up and down atoms in the
dimer has been observed by both STM90 and high-
resolution core level spectroscopy.91 Thus, both the
occurrence and the origin of the asymmetric dimers
seems well established.
Subsequent to the most recent two major reviews

of Si(100),8,10 new work has been reported which
reveals that the ground state of Si(100) is not a (2×1)
state but rather a c(4×2) state in which the dimers
are tilted in alternating directions along the dimer
rows. A discussion of the theoretical literature on
this topic through 1991 may be found in the review
by LaFemina.12 An order-disorder transition from
the c(4×2) structure to the (2×1) structure was
reported at about 200 K using LEED.92 This finding
was confirmed by direct observation via STM of
c(4×2) domains at low temperatures89 and of the
abrupt growth in these domains at about 200 K.93
The ground-state geometry and surface-state excita-
tion spectra have been calculated by Northrup94 and
compared with the experimental angle-resolved pho-
toemission determination of the surface-state excita-
tion spectra.95 A schematic diagram of the structure
of the c(4×2) structure is shown in Figure 15. A
comparison of the calculated94 and measured95 surface-
state excitation spectra is given in Figure 16. This
figure reveals the quantitative correspondence be-
tween the calculated and observed bonding π-electron
surface-state bands, similar to that reported earlier
by Enta et al.96 Numerous other calculations have
revealed a preference for the c(4×2) geometry over
(2×1) or p(2×2) alternatives.12,44a,97,98 The alternation
of the buckled dimers to form a c(4×2) rather than a
(2×1) ground state also is required to give a good
description of the measured stress anisotropy at Si-
(100) surfaces.98
The c(4×2) structure satisfies the principles of

semiconductor surface reconstruction. The two bond-

Figure 14. Filled and empty (π and π* like) surface-state
bands associated with tilted (top panel) and symmetric
(lower panel) dimers on Si(100)-(2×1). The inset shows the
surface Brillouin zone associated with the (2×1) surface
unit cell. The lower panel shows that this surface would
be metallic if the dimers did not tilt. (From Chadi, ref 44a,
with permission.)
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ing π bands plus the three σ bonds (two back bonds,
one surface bond) of the four Si atoms in the surface
unit cell satisfy their valencies, so principle 1 is
satisfied. The tilting of the dimers gives the semi-
conducting surface state excitation spectra shown in
Figure 16 as expected from principle 2. Since the
c(4×2) structure is the lowest free energy structure
(at T ) 0), it is expected via principle 3 to be
generated from the Si(100) surface under suitable
processing conditions. Thus, these principles
describe the known structures on Si(100) as well as
Si(111).

C. Ge(111)
A recent account of the structure of Ge surfaces has

been given by Mönch,11 although there are no com-
prehensive reviews of Ge analogous of those for Si.8,10
We take as the starting point of our literature
citations two discussions of the Ge(111) surface in
1985 by LEED53a and STM,53b respectively.
As in the case of Si(111), room temperature cleav-

age of Ge(111) results in a 2×1 structure which is
believed to be similar to the Si(111)-(2×1) shown in
Figure 7. Low temperature (T e 40 K) cleavage may
result in a more complicated structure.99 Annealing
to 600 K and subsequently cooling produces the
c(2×8) structure shown in Figure 12.53 Heating this
c(2×8) to about 573 K produces a transition to a (1×1)
structure and still further heating to about 1050 K
generates loss of long-range order in the surface
region.55 At 1211 K the crystal melts.
Since no quantitative structure analysis has been

performed for the Ge(111)-(2×1) structure, evidence
for its existence and detailed structural parameters
arises from theoretical total energy calculations
and the comparison of the associated excitation
spectra with experimentally determined surface-state
excitation spectra obtained from angle-resolved pho-
tomission spectroscopy (ARPES) for occupied surface
states or inverse photoemission spectra (IPES) for
unoccupied surface states. The first of these100
predicted a π chain like that shown in Figure 7 and
yielded a qualitative description of available ARPES
data.101 The second102 found a slightly relaxed
version of the same structure but achieved an
improved description of both the occupied surface
state excitation spectra obtained from ARPES
data101,103 and the unoccupied excitation spectra
obtained from IPES.104 The third105 predicted two
degenerate structures in which the top layer π chains
were tilted much more and displaced sidewise to the
right or to the left of the Pandey π chain structure.
These also provide good descriptions of the ARPES
data of Nicholls et al.101,103a Thus, these two struc-
tures join the three-bond-scission structures of Hane-
man and co-workers37 as challenges to the Pandey π
chain structure. It seems possible that they are not
kinetically accessible from the cleavage face, but the
resolution of this ambiguity awaits a quantitative
structure analysis of the Ge(111)-(2×1) structure. As
described for Si(111)-(2×1) in section V.A, these
structures are compatible with the five principles of
semiconductor surface reconstruction specified in
section IV.
The stable low-temperature c(2×8) structure is

shown in Figure 12. Summaries of its early history
are given by Phaneuf and Webb53a and by Takeuchi,
Selloni, and Tosatti.106 Principle 1 is satisfied be-
cause the four adatoms per unit cell tie up all the
substrate dangling bonds except those of the
four remaining rest atoms. The associated orbitals
form bonding surface states which are completely
occupied,107 leading to satisfaction of principle 2,
although a complete theoretical description of their
origin is not yet available. Charge is transferred
from the adatoms to the rest atoms, leading to
rehybridized filled lone pair orbitals on these atoms
which are, however, almost certainly hybridized with
orbitals from other atoms.54,109 Since this structure

Figure 15. Panel a: Ball and stick model of a row of
dimers on the Si(100)-c(4×2) structure. Panel b: Schematic
indication of the symmetry of the c(4×2) tilted dimer
structure on Si(100). (Adapted from Northrup, ref 94, with
permission.)

Figure 16. Filled (π) and empty (π*) surface-state bands
associated with the Si(100)-c(4×2) structure illustrated in
Figure 15 along a symmetry line in the surface Brillouin
zone. Dots indicate calculated surface-state excitation
energies and crosses indicate the experimental surface
state spectra obtained by Johansson et al.95 The four
surface state bands arise from the four “dangling bond”
electrons in the c(4×2) surface unit cell. (From Northrup,
ref 94, with permission.)
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is the equilibrium low-temperature structure reached
from a variety of surface processing conditions,
principle 3 is also satisfied. Thus, the principles of
semiconductor reconstruction are satisfied by both
Ge(111)-(2×1) and Ge(111)-c(2×8).
Quantitative surface structure analyses of Ge(111)-

c(2×8) have been performed using glancing-angle
X-ray diffraction,50 ion scattering,110 LEED,111 and
X-ray crystal truncation rod analysis.112 Surface
images and their interpretations have been generated
repeatedly by STM.53b,54,108,113 The only complete
theoretical structural prediction is that of Takeuchi,
Selloni, and Tosatti.106 The adatom nature of the
structure shown in Figure 12 is well established, as
are the general features of the atomic coordinates,
although small differences between the various analy-
ses remain. An informative comparison with the
Si(111)-(7×7) structure has been given by Vander-
bilt52 who argues that the cost in energy of generating
stacking faults and corner holes for Ge(111) is simply
too high to to be compensated by dimer wall
domain boundaries. Hence the patterned defect DAS
structure which occurs on Si(111) does not occur on
Ge(111). The result is a weakly bound, easily
disordered c(2×8) adatom structure which coexists
with regions of other local structures on Ge(111), as
observed.

D. Ge(100)
The literature on Ge(100) is more sparse than that

on Ge(111). Reviews of selected aspects have been
given by Mönch11 and by LaFemina.12 The general
pattern of the changes in structure with temperature
is analogous to that83 of Si(100): i.e., a low temper-
ature c(4×2) phase reversibly becoming a (2×1) phase
at about 200 K and subsequently exhibiting another
order-disorder transition at 955 K before melting.114
We begin our literature coverage in 1987, at which
time the c(2×4) symmetry of the low-temperature (T
e 150 K) structure had been established as described
in a paper115 on He diffraction in which pointers may
be found to earlier LEED, ion scattering, and pho-
toemission studies. In 1987 this paper, an earlier one
on ion scattering,116 and a contemporary one on
glancing angle X-ray reflection,117 constituted the
only quantitative surface structure analyses for
Ge(100)-c(2×4). All three supported dimer models,
with He diffraction providing the most decisive
confirmation of the tilted dimer atomic geometry
shown in Figure 15. During 1987 a detailed STM
study118 of Ge(100) at room temperature revealed
regions of (2×1), c(4×2), and p(2×2) analogous to the
corresponding results for Si(100), but with fewer
missing dimer defects. Analysis of the bias depen-
dence of these images led to confirmation of the
structure of these regions as being suitable configu-
rations of tilted dimers. Thus, the Ge(100) surface
structures seemed analogous to those observed for
Si(100), and hence compatible with the principles of
surface reconstruction as described in section V.B.
Subsequent experimental structure determinations

confirmed the Si(100)-Ge(100) analogy at low and
moderate temperatures (T e 300 K), while adding
more detail to the description of the high-tempera-
ture order-disorder transition. Refinements to glanc-
ing-angle X-ray analysis permitted this technique to

provide a detailed quantitative structure analysis119
which confirmed the asymmetry of the dimers and
provided structural coordinates of the top 10 atomic
layers of the crystal. Moreover, the tilted dimers
were imaged directly by high-resolution UHV trans-
mission electron microscopy.120 A second reversible
phase transition at T ) 955 ( 7 K was discovered121
by X-ray diffraction and suggested to be a surface
roughening transition. A similar study122 was made
of the broad c(4×2)-(2×1) transition between 200 and
300 K with the result that the number of tilted
dimers was conserved through this transition. Both
phase transitions were then examined using high-
resolution core level spectroscopy.114 All of these
results butressed the basic notion that tilted dimers
are the fundamental structural motif in the low and
medium temperature structures as expected from the
first two principles of semiconductor surface recon-
struction.
Theorists also have been active with respect to this

surface. The first definitive prediction of the lower
symmetry c(4×2) low-temperature Ge(100) structure
was made by Needels, Payne, and Joannopoulos32a,123
in 1987, although they were unable to distinguish its
energy from that of the p(2×2) structure. Compari-
son with symmetric dimer structures was performed
later by Spiess, Freeman, and Soukiassian124 who
noted that unlike Si(100), the asymmetric dimer on
Ge(100) exhibits a significantly lower energy than its
symmetric counterpart and hence would be more
readily observed in STM images, as in fact had been
found earlier.118 An analysis125 of the energetics and
characteristics of the low-temperature order-disor-
der (200-300 K) phase transition on Ge(100) also has
been given. Further, calculation of the excitation
energies of the occupied surface state bands on
Ge(100)-(2×1), based on prior theoretical studies of
this system,126 permitted a semiquantitative confir-
mation of the tilted dimer model,127 although an
observed dispersionless band of states was not
described the the theory (a situation reminiscent of
that for Ge(111)-(2×1)101-103). The most recent con-
tribution is an analysis of the structural trends
between the (2×1) dimer structures on the (100)
surfaces of Ge, Si, and diamond.86 Using LDF
methods, Krüger and Pollmann86 show that for Si and
Ge the surface dimer π bond is sufficiently weak that
the surface would be metallic without the Peierls
distortion mandated by principle 2, which leads to
the tilted dimer structures. On diamond, however,
the C-C π bond is strong enough that the the surface
is semiconducting even with a symmetric dimer
geometry. Moreover the symmetric dimer is the
lowest energy state for this material, with the sym-
metric and tilted dimers being nearly degenerate for
Si(100) and the tilted dimer being clearly favored for
Ge(100). Thus, these (100) surfaces illustrate clearly
the interplay between principles 1 and 2. If the local
chemical bonding is strong enough to generate satu-
rated local surface bonds, principle 1 suffices to
describe the surface bonding. If not, as is the case
for both Si and Ge, then additional solid-state effects
come into play as described by principle 2 to produce
semiconducting surface state excitation spectra and
the accompanying surface structural relaxations.
Hence, both experimental results and total energy
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calculations on the (100) surfaces of elemental tet-
rahedrally coordinated semiconductors reveal clearly
the power and validity of the principles of semicon-
ductor surface reconstruction articulated in section
IV.

VI. Compound Semiconductors

As in the case of elemental semiconductors, the
literature of the surface reconstructions of compound
semiconductors is sufficiently vast (many hundreds
of papers) that it is not useful to attempt a compre-
hensive treatment of it. Our strategy for dealing
with this literature is to select one or more recent
reviews as starting points and to provide discussions
of the satisfaction of the principles of surface recon-
struction and of recent results since those reviews.
For the non-polar cleavage surfaces, this approach
permits a consideration of all the materials studied
to date because of the availability of two detailed
recent reviews5,7 covering the extensive prior litera-
ture. For the polar surfaces, however, the literature
is equally extensive but much more fragmented.
Although an excellent historical review4a and a
comprehensive accounting12 for theoretical calcula-
tions through 1991 have appeared recently, it seemed
appropriate for our present purposes to select the
most thoroughly examined polar surfaces, i.e., those
of GaAs, to use as examples of the current state of
the art. A more general account in monograph
format has been given recently by Mönch.11

A. Zincblende Cleavage Faces

The non-polar (110) cleavage faces of zincblende
structure binary compound semiconductors are the
most extensively studied surfaces in semiconductor
surface science.4-7,9,11,12 Quantitative structure analy-
ses and theoretical predictions are available for
nearly all naturally occurring zincblende structure
binary semiconductors (AlP, AlAs, GaP, GaAs, GaSb,
InP, InAs, InSb, ZnS, ZnSe, ZnTe, and CdTe) as well
as some like CuCl and CuBr which are grown in
zincblende structure only by heteroepitaxy on lattice-
matched substrates (GaP and GaAs, respectively).
These studies are important because they reveal
hitherto unsuspected scaling laws between the sur-
face structures of different materials, thereby
illuminating commonalities between III-V, II-VI,
and I-VII compounds which cannot be interpreted
in terms of local coordination chemistry consider-
ations alone.1,2,4,5,7,11,12 Thus, they were instrumental
in motivating the proposal of the last two of the five
principles of semiconductor surface reconstruction
articulated in section IV. Since extensive recent
reviews of this body of work are available,5,7,11,12 we
proceed by first indicating the operation of the five
principles for these surfaces and subsequently noting
additional work since these reviews.
The structure of the zincblende(110) cleavage faces

is shown in Figure 4. For III-V semiconductors we
can invoke principle 1 by noting that both the anions
(e.g., As) and cations (e.g., Ga) form saturated valence
conformations (s2p3 and sp2, respectively) analogous
to related small molecule geometries (e.g., AsH3 and
Ga(CH3)3). The surface is semiconducting, thereby
satisfying principle 2, because of charge transfer from

the (3/4 occupied25) “dangling bond” of the cation to
the (5/4 occupied25) “dangling bond” of the anion which
then rehybridizes to become a completely occupied
lone pair orbital, leading to the small-molecule
geometries just noted. This rehybridization is al-
lowed kinetically because there is no barrier to the
rehybridization-induced relaxation,35,38,67,128 thereby
satisfying principle 3 as well. Principle 4 is satisfied
because the 3/4 of an electron in the cation dangling
bond is simply transferred to the 5/4 occupied anion
dangling bond, yielding no net charge accumulation
on the surface. Principle 5 is a restatement of
principle 1 in terms of delocalized surface-state
bands. The surface-state bands associated with the
fully occupied anion “dangling bond” states of an
unrelaxed surface rehybridize upon relaxation, low-
ering their energy and thereby driving the surface
geometrical relaxation.5,7,67 This principle is directly
testable, moreover, by comparison of the predicted
filled bands with ARPES data. Ab initio calculations
of these filled surface state excitation energies re-
cently have appeared in the literature.129,130 We show
the first of these129 in Figure 17 in which they are
compared with the results of single-step photoemis-
sion131 (occupied states), two-step photoemission132
(mixed), and inverse photoemission133,134 (unoccupied
states) measurements. The correspondence between
the calculated and measured occupied surface state
bands is excellent, although the situation for the
unoccupied states is more complicated.129 Figure 17
reveals clearly that the delocalized surface-state band
representation of the relaxation-induced surface
charge density provides a quantitative explanation
not only of the surface atomic geometry, but also of
the surface state excitation spectra as measured
directly by photoemission experiments. Hence, it

Figure 17. Filled (mostly As-derived) and empty (mostly
Ga-derived) surface-state bands associated with the GaAs-
(110) structure illustrated in Figure 4. The Brillouin zone
associated with the surface unit cell is shown in the inset.
The calculated excitation spectra are shown by heavy dot-
dashed lines. The projection of the bulk bands is shown as
the shaded area. The occupied surface states, obtained from
photoemission experiments,131 are shown by a dashed line
indicated by PE in the figure. The unoccupied states
obtained from two inverse photoemission experiments are
designated by IPE-1133 and IPE-2.134 Prominent features
in two-step photoemission are indicated by two-step PE.132
These need not be asssociated with surface state excita-
tions. (From Zhu et al., ref 129a, with permission.)
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affords a suitable generalization of the local coordi-
nation chemistry model (as embedded, e.g., in prin-
ciple 1] to extend to II-VI and I-VII compound
semiconductors.
One clue that the (110) cleavage faces might exhibit

unusual structural features across the III-V, II-VI,
and I-VII materials is the invariance of the electron-
counting-rule25,56 predictions (i.e., principle 4) on the
nature of the surface anions and cations. For both
II-VI (anion dangling bonds containing 3/2 electron
and cations 1/2 electron) and I-VII (anon dangling
bonds containing 7/4 electron and cation 1/4 electron)
one obtains the same result as for the III-V com-
pounds that at the surface the fractional charge in
the cation dangling bond is transferred to the anion
to generate a completely full band of (primarily)
anion-derived surface states. This result contrasts
sharply with those for the polar surfaces, for which
the counting rules predict markedly different struc-
tures for the three classes of compounds.25,45,46,48,56-58

It is, however, compatible with the remarkable and
unexpected result, discovered in 1983,62 that to
within experimental uncertainties at that time all
zincblende (110) surface structures are identical
when measured in units of the bulk lattice constant
and correspond to a bond-length-conserving rotation
of the top atomic layer leading to tilt angles, indicated
schematically in Figure 18, of 29° ( 3°. Full accounts
of this discovery and its subsequent confirmations
and extensions to wurtzite structure cleavage faces
may be found in the reviews cited.4,6,7,12 Although it
is currently (1993-5) being recognized that with
improved structure analysis techniques extensions to
this result to include the effects of ionicity on the
most ionic II-VI and I-VII can be achieved,135-137

the results of the early studies have been repeatedly
validated by subsequent work,4,5,7 revealing a scaling
rule which is unanticipated by the local coordination
chemistry of the II-VI and I-VII materials.
Principle 5 is our response to this situation. It

describes all known results on the zincblende and
wurtzite cleavage faces7 and is believed to describe
those on the polar surfaces as well.12 This principle
replaces the local charge densities as the carrier of

coordination chemistry information with the ex-
tended surface state energy bands characteristic of
2D surface compounds. These have the added
advantage that they are directly accessible to experi-
mental determination via, e.g., ARPES. Having
noted the testability of this point of view for
GaAs(110) in Figure 17, we show comparable
results138 for CdTe(110) in Figure 19. While the
calculation for CdTe is based on a phenomenological
tight-binding total energy model (with parameters
selected to predict bulk optical and electrical proper-
ties), this model has predicted quantitatively the
geometries and dangling-bond bands of other III-V
and II-VI compounds.67 It also predicts the major
features of the measured surface state spectra,
although its shortfalls become increasingly evident
for the deeper states labeled by S2 and S3. Ab initio
LDA methods also have been applied to the II-VI
compounds,136,137,139 but their level of maturity has
not yet reached that of the group IV and III-V
compounds as reflected, e.g., in Figures 13, 16, and
17. It is evident from Figure 19 that the Te-derived
dangling-bond surface states, labeled by S1, have
been lowered in energy by the surface relaxation and
thereby stabilized this relaxation as predicted by
principle 5. Since the tight-binding total energy
model also gives a quantitative prediction of the
observed structure of CdTe(110),67b,138 this example
reveals the power of principle 5 to predict results
which are not accessible to models based solely on
local coordination chemistry.
Additional work since the recent reviews of Kahn,4a

Duke,5,7 and LaFemina12 has been focused on apply-
ing new techniques to determine the surface geo-
metrical and electronic structure of (110) cleavage
faces, especially GaAs and InP. For GaAs(110) new
structure analyses have been reported on the basis
of positron diffraction,140,141 STM,142 and photoelec-
tron diffraction.143 For InP(110) they have been
reported using positron diffraction,140 STM,144 X-ray

Figure 18. Panel a: Schematic indication of the surface
atomic geometry of the (110) cleavage surface of zincblende
structure compound semiconductors. The layer spacing is
do ) ao/2x2 in which ao is the bulk lattice constant. The
top layer tilt angle, labeled ω1 in the figure, is designated
by ω in the text. Panel b: Surface unit cell. Surface unit
mesh parameters are ay ) ao and ax ) ao/x2. (From Duke,
ref 7, with permission.)

Figure 19. Surface state-energies for the (110) surface of
CdTe. The surface Brillouin zone is indicated in the inset.
The squares designate the experimentally determined
surface-state energies. The surface states and resonances
calculated using a tight binging total energy model are
shown by solid and dashed lines, respectively. The shaded
areas indicate the projection of the bulk band structure on
the surface excitation spectra. The dot-dashed line desig-
nates the Te dangling bond surface states (S1) character-
istic of the unrelaxed CdTe(110) surface. (After Wang et
al., ref 138, with permission.)
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standing waves,145 EXAFS,146 and photoelectron dif-
fraction.147 The main revelation of these analyses is
the pressing need for quantitative error (uncertainty)
analyses in the estimation of the values of the
parameters describing the details (e.g., tilt angles to
within a few degrees, bond length changes by 0.1 Å
or less) of surface structures. They all report struc-
tures in general agreement with those given earlier
but differing among themselves on the small changes
in detail, or lack thereof, from prior analyses. In each
case a “best fit” to some data set is obtained (or a
particular theoretical model is tested) and uncertain-
ties in the structural parameters may or may not be
estimated, with minimal concern for sampling errors
inherent in the selection of the data sample, system-
atic errors incurred by virtue of the model used to
analyze this sample, and the adequacy of the best
fit criterion to yield a statistically significant analysis
of the uncertainties inherent in the estimation of the
structural parameters. Thus, it is hardly surprising
that the various methods often generate structures
outside each others putative error bounds and hence
provide structural parameter estimates of question-
able utility for the refinement of the surface struc-
tures reported earlier.4,5,7,9,11 This is an inevitable
difficulty that a field has to face when it develops to
the point of having multiple techniques purporting
to provide quantitative estimates of structural vari-
ables. Studies of the detailed atomic geometries of
the (defect free) zincblende (110) surfaces have
reached this point during the past few years, so
further progress on refining these geometries and
identifying chemical trends, e.g., with ionicity of the
substrate, depends upon the formulation and adop-
tion of greatly improved error analyses.

B. Wurtzite Cleavage Faces

Many II-VI compounds crystallize in the wurtzite
crystal structure, e.g., ZnO, ZnS, CdS, and CdSe.
These materials exhibit two nonpolar cleavage faces,
the (112h0) surface illustrated in Figure 6 and the
(101h0) surface shown in Figure 9. The (112h0) surface
exhibits a chain motif, analogous to zincblende(110),
but contains four rather than two atoms per unit cell,
although both anions and both canions are symmetry
equivalent due to a glide plane symmetry. A detailed
discussion of the structure and symmetry of this
surface is given by Kahn et al.148 The (101h0) surface,
on the other hand, exhibits a dimer motif as is
evident from Figure 9. A discussion of the structure
and symmetry of this surface is may be found in
Duke et al.149 During the past three years thorough
reviews of the theoretical prediction and experimen-
tal determination of the structures of both surfaces
have been given5,7 to which the reader is referred for
a discussion of these topics.
The application of the principles of semiconductor

surface reconstruction to these surfaces mirrors their
application to zincblende(110) surfaces as described
in the preceding section. Both surfaces are autocom-
pensated because they contain equal numbers of
anions and cations, thereby satisfying principle 4.
They are semiconducting, satisfying principle 2,
because the 1/2-occupied cation dangling bond elec-
trons are transferred to the 3/2 occupied anion dan-
gling bond states creating a filled occupied surface

state band of anion-derived surface states. This band
then rehybridizes, causing a relaxation of the surface
species and lowering the energies of these surface
states in keeping with principle 5, until the anion
achieves a roughly s2p3 local conformation and the
cation a sp2 conformation.68 These rehybridizations
are kinetically accessible, in accordance with prin-
ciple 3, because no barrier exists for these (ap-
proximately bond-length-conserving) rotational re-
laxations.68 As noted in the preceding section, for
these compound semiconductors principle 5 is the
operative restatement of principle 1, so the cleavage
surfaces of wurtzite as well as zincblende structure
compound semiconductors satisfy the principles of
semiconductor reconstruction articulated in section
IV.
Building on our discussion of the zincblende(110)

surfaces, we note that the consequences of principle
5 are directly observable by ARPES. For the wurtzite
structure surfaces, this expectation has been vali-
dated explicitly in only two cases, CdSe(101h0)150 and
CdS(101h0).151 We show in Figure 20 a comparison
between the calculated and observed surface state
energies for CdSe(101h0).150 It is evident from the
figure that the relaxation of the surface has greatly
lowered the energies of the Se-derived S1 band of
surface states and that the resulting predictions of
the surface state energies of the relaxed surface are
in excellent correspondence with the observations.
The model used in these calculations is a phenom-
enological tight-bonding model like that used to
obtain the model predictions shown in Figure 19, so
similar caveats to those given in the preceding section
apply to its prediction of the deeper lying surface

Figure 20. Surface state energies for the (101h0) surface
of CdSe. The surface Brillouin zone is indicated in the inset.
The squares designate the experimentally determined
surface-state energies. The surface states and resonances
calculated using a tight binging total energy model are
shown by solid and dashed lines, respectively. The shaded
areas indicate the projection of the bulk band structure on
the surface excitation spectra. The dot-dashed line desig-
nates the Se dangling bond surface states (S1) characteristic
of the unrelaxed CdSe(101h0) surface. (After Wang et al.,
ref 150, with permission.)

Semiconductor Surface Reconstruction Chemical Reviews, 1996, Vol. 96, No. 4 1251



state energies. Nevertheless, Figure 20 reveals
another experimental verification of the notion that
the delocalized surface states are the carriers of the
the surface chemical bonding for the cleavage faces
of the III-V, II-VI, and I-VII tetrahedrally coordi-
nated compound semiconductors. Moreover, both the
model predictions and the experimentally determined
structures of the wurtzite as well as zincblende
cleavage surfaces reveal the description of the sys-
tematics observed over the entire range of structures
and materials by the five principles of semiconductor
surface reconstruction.
The major additional results on these surfaces

since the recent reviews5,7,12 are ab initio
analyses151-153 of the (101h0) surfaces of ZnO and CdS
and application of both LEED and low-energy positron
diffraction (LEPD) to determine the structure of the
(101h0) and (112h0) surfaces of CdSe.154 The ab initio
analyses largely confirm the results of prior tight-
binding calculations,155,156 but give slightly different
structures151,152 for ZnO(101h0) which are equally
compatible with available experimental measure-
ments. Comparison of the structural parameters for
CdSe(101h0) emanating from LEED and LEPD re-
veals that their compatibility lies at the extremities
of the error estimates of the two methodologies,
although both validate the theoretical predictions150
of these parameters to within experimental uncer-
tainty. Better descriptions of the experimental in-
tensity data are obtained for LEPD than for LEED,
as is the case for the (110) surfaces of GaAs and InP,
as well.140 This result seems to emanate for the fact
that the model of the diffraction process is more
accurate for LEPD than for LEED due to the nature
of the positron-solid versus electron-solid inter-
action.157 The small, but apparently systematic,
discrepancies between the structural parameters
extracted from the two analyses for binary semicon-
ductors with anions and cations from different rows
of the periodic table further butresses the importance
of establishing thorough error analysis procedures,
as indicated in the previous section for the zincblende-
(110) surfaces.

C. GaAs(111) and (1h1h1h)
Two fine discussions of the evolution of structural

studies of the (111) and (1h1h1h) polar surfaces of
zincblende structure materials have recently
appeared,4a,11 although they do not cover completely
the theoretical literature. This literature prior to
1992 is reviewed, however, by LaFemina.12 Thus, we
confine our attention in this section to a consideration
how the principles of semiconductor surface recon-
struction articulated in section IV apply to these
surfaces and to an indication of the recent develop-
ments since 1991 which lie outside the scope or time
period covered by these reviews. We further restrict
our systematic literature coverage to GaAs, since by
far the most material is available for this semicon-
ductor.
The primary structure observed4,11,40 on the Ga-

terminated GaAs(111) surface (often referred to as
the (111)A surface in the literature) is the (2×2) Ga
vacancy structure indicated in Figure 5. As noted
in section III, this structure has been observed for
GaP,41 GaSb,42 and InSb43 as well. The structures

of all polar surfaces depend, however, upon the
preparation conditions for the surface. A good indi-
cation of the resulting complexities for the Ga ter-
minated (111) surface may be found in Thornton et
al.158 and for the As terminated (1h1h1h) (often referred
to as the (111)B surface) in Ranke and Jacobi.159 A
useful description of how this circumstance is handled
in the calculation of free energies for the various
surface structures is given by Kaxiras et al.160 The
importance of principle 3 (kinetic accessibility) in
interpreting structural data has recently been reem-
phasized, however, by a report158 that multiple
structures are associated with the (2×2) LEED
pattern on GaAs(111) depending upon the prepara-
tion conditions. Multiple local minima occur in the
free energy.160,161 Which one is obtained in a given
experiment is determined by principle 3.
The cation vacancy structure indicated in Figure

5 satisfies the last two principles of semiconductor
surface reconstruction for all III-V, II-VI, and I-VII
materials. Since there are four cations per unit cell
without the vacancy, three are left when it is gener-
ated. Yet generation of the vacancy generates three
anion dangling bonds in the second layer, which
exactly compensate the remaining three cation dan-
gling bonds. Stated alternatively, the generation of
a cation vacancy renders the (111) surface effectively
nonpolar just like the (110) surface. Independent of
the occupancy of the dangling bond states (5/4, 3/2, and
7/4 for anions and 3/4, 1/2, and 1/4 for cations on III-V,
II-VI, and I-VII compounds, respectively) charge
transfer from the cations to the anions generates a
completely occupied anion-derived nonbonding lone
pair surface state band whose rehybridization in-
duced lowering in energy can stabilize the surface.
Such a relaxation does occur, with the remaining Ga
species in the top layer sinking to become almost
coplanar with the As in the layer beneath. A
quantitative structure analysis of this surface by
LEED has been given by Tong et al.40a The GaAs-
(111)-(2×2) surface becomes electronically almost
equivalent to the GaAs(110) surface in that 12-
membered rings, which exhibit the nearest neighbor
(110) chain structure except for the fact that three
As species in each ring (one As per unit cell) are 4-fold
rather than 3-fold coordinated, cover the surface.
Thus, principles 2, 4, and 5 are satisfied. Since for
compound semiconductors, principle 1 is superseded
by principle 5 and principle 2 is encompassed by
principle 4, we use only principles 3-5 in our
considerations in this and subsequent sections.
Only principle 3, kinetic accessibility, remains.

The cation vacancy structures are made by a variety
of means: ion-bombardment and annealing a precut
crystal, direct generation by MBE, and generation
by capping MBE grown crystals and then uncapping
them in UHV. Empirically most of the methods seem
to generate the cation vacancy structure, although
decapping in a fashion which generates an excess of
As is reported to lead to an As trimer structure.158
Since the same structure is generated by a variety
of processes and process conditions, it represents a
minimum in the free energy, as calculated theoreti-
cally.39,160,161 Therefore subject to kinetic accessibil-
ity, we expect cation vacancy structures to occur on
the (111) surfaces of III-V, II-VI, and I-VII
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zincblende structure compound semiconductors. In-
deed, they have been reported to be even more stable
on ZnSe than on GaAs.162

Unlike the situation for GaAs(111), for GaAs(1h1h1h)
a variety of different symmetry structures commonly
occur depending upon the processing conditions.4,11,159
The (2×2) structure which occurs for this surface is
generally believed to be the As trimer structure
illustrated in Figure 10.48,163 All of the evidence for
this structure on GaAs is obtained by STM.48,163 No
quantitative structure analysis is available for GaAs,
although one for InSb(1h1h1h)-(2×2) via transmission
electron microscopy has been given recently164 which
confirms an Sb trimer structure. Other structures
also have been observed,4,11,159 including (x3×x3),
(3×3) and (x19×x19). Considerable theoretical
effort has been devoted to the (x19×x19)
structure,25,160b but thus far no fully satisfactory
proposed structure has emerged.
The As trimer structure also satisfies the principles

of semiconductor reconstruction. Each As in the
trimer contributes 3/4 of an electron to complete the
bond to the As in the substrate beneath. Four As
species occur in the substrate unit cell, however, so
an additional 3/4 electron must be contributed from
the trimer to complete the extra As dangling bond
orbital. The remaining 12 electrons in the As trimer
are used to bond the As to each other (6 electrons)
and to complete the As lone pair orbitals of the trimer
(6 electrons). Hence, principles 4 and 5 are satisfied
simultaneously. The trimer is stabilized relative to
adatom geometries (which also satisfy the autocom-
pensation rule) because the bonds are much less
strained.160 The fact that all of the As lone pair
orbitals are filled gives a semiconducting surface, so
principle 2 is satisfied automatically, as noted earlier.
Principle 3 indicates that this structure must be
accessible in an As-rich environment, since the trimer
is predicted to by the minimum free-energy structure
in such an environment.48,160,161 This is the case
experimentally.48

Recent experimental work includes the discovery
of an As trimer GaAs(111)-(2×2) structure158 and an
extension163 of the work on Pashley and co-workers26
on GaAs(100) to show that defects on the GaAs(1h1h1h)-
c(2×2) surface accumulate enough charge to exactly
compensate the space charge. This is significant as
an independent confirmation of the validity of prin-
ciple 4: charge neutrality at the surface which
becomes autocompensation at the surface in the
absence of space charge. A careful and useful com-
parison and extension of previous48,160 LDF studies
of the various proposed (111) and (1h1h1h) structures
was published,161 revealing agreement on the points
described above for the vacancy and trimer structures
at Ga excess and As excess extremes, respectively,
but significant differences between the two models’
predictions elsewhere in the surface phase diagram.
Finally, a cluster calculation of surface structures
was given165 which contains an extensive account of
earlier literature on the GaAs(111) and (1h1h1h) sur-
faces.

D. GaAs(100)
GaAs(100) forms a variety of structures as a

function of processing conditions and surface stoichi-

ometry. As evident from the numerous STM micro-
graphs of this surface, dimers are the primary motif.
If we adopt the convention, implied by Figure 8, that
As dimers form along the vertical axis, then in order
of decreasing [As]/[Ga] ratio a series of structures is
formed in the order45 c(4×4), c(2×8), 1×6, 4×6, and
c(8×2). Moreover, the c(2×8) [(8×2)] structures are
built out of (2×4) [(4×2]] units, such as that shown
in Figure 8, and there are at least four serious
candidates60 for the structure of the As dimer (2×4)
units, designated by R, â, γ, and Rsym. The history11
of studies of these surfaces is replete with complex
diagrams describing the process dependence of the
various symmetry structures and descriptions of the
difficulties in establishing surface compositions for
each. Even today (mid-1995) the structures of these
surfaces are the subjects of intense interest and
controversy.59,166,167 Thus, our approach to these
surfaces is to use them as an example of how to apply
the principles of semiconductor surface reconstruc-
tion prospectively rather than retrospectively. That
is, we will use them to propose prospective structures
and to evaluate experimental and theoretical infor-
mation as they became available. A fairly complete
account of the pre-1993 literature has been given by
Mönch,11 which we take as the starting point of our
discussion.
Analysis of a new structure may be visualized to

proceed in six schematic steps. First, a range of
experimental process conditions is established which
give a reproducible stable structure of a given sym-
metry. Second, a surface motif for this structure is
postulated either from experience or from experi-
mental suggestions like STM micrographs. Third,
principles 4 and 5 are applied simultaneously to
generate a sample of possible structures which are
both electrically (principle 4) and chemically (prin-
ciple 5) reasonable. Then detailed structural models
are constructed either from chemically sensible bond
lengths and angles (using, e.g., sums of covalent radii
for bond lengths and geometries of analogous struc-
tures for local bonding conformations) or via a free-
energy minimization calculation to obtain the struc-
tural coordinates of a local equilibrium structure.
Fifth, the proposed structural models are refined by
comparison of the predictions of experimental mea-
surements by the structural model. Typically dif-
fraction spectroscopies like LEED, RHEED, LEPD,
EXAFS, photoemission diffraction, or transmission
electron diffraction from a thinned sample are re-
quired to generate the detailed atomic coordinates
of the surface species. Photoemission measurements
of the occupied surface state bands and inverse
photoemission or optical absorption measurements
of the empty surface state bands are helpful at this
stage for qualitative confirmation of a structure, but
cannot usefully be inverted to generate atomic coor-
dinates. Finally, steps four and five are iterated until
a theoretically sensible (e.g., minimum free energy)
structure is found which is quantitatively compatible
with all the available experimental data and can be
rationalized as resulting from the associated process
conditions in terms of principle 3. The major role of
the principles of semiconductor surface reconstruc-
tion in this process is to reduce the number of
candidate structures to a manageable number [e.g.,
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three to five in the case of a particular stoichiometry
of GaAs(100)] which are chemically, electrically and
kinetically plausible. Only detailed analysis of ex-
perimental structure-sensitive data suffices to deter-
mine the actual atomic coordinates which define the
surface structure.
We next apply this process to the c(2×8) structure

on GaAs(100) for which the initially proposed struc-
ture45 is shown in Figure 8. The experimental
preparation of this structure by molecular beam
epitaxy (MBE) in several different laboratories had
been established by the late 1980s.11,45,46 STM mi-
crographs revealed that dimers were the primary
surface motif and that missing dimers occurred in
this structure.45,46 Envisage these dimers to be
comprised of As atoms on a Ga-terminated ideal (100)
substrate.168,169 Then from principle 4 each dimer has
10 available electrons from the As species. But to
satisfy principle 5, each dimer must have two elec-
trons in the As-As bond, four electrons in the filled
As-derived occupied surface-state bands, and 4 ×
(5/4) ) 5 electrons to complete its four bonds with the
substrate. Thus, each dimer is short one electron to
fulfill principle 5, so we must propose a structure
with some Ga dangling bond donor states to generate
the needed extra electrons for the As dimers. For
each missing dimer, there are four unsatisfied Ga
dangling bonds each containing 3/4 electron for a total
of three electrons. Thus, each missing As dimer will
generate enough electrons to satisfy the requirements
of three As dimers. We are immediately led, there-
fore, to the three-surface-dimer model168,169 shown in
Figure 8, to which we refer as the â(2×4) struc-
ture.60,169

Other structures which satisfy principles 4 and 5
also can be readily constructed, as indicated in Figure
21 in which the â(2×4) structure is shown in panel
a. If a row of Ga atoms is removed at the edge of
two As dimers, the third dimer will occur on the third
layer beneath the As surface species as shown in
panel b of Figure 21. Evidently, this model, referred
to as the â2(2×4) structure,60 also satisfies principles
4 and 5 but with a lower value of [As]/[Ga] than the
â(2×4) structure. Alternatively, we could inquire
into the situations which arise with Ga dimers on
the surface. Each Ga dimer has six electrons at its
disposal. Two of these are required for the Ga-Ga
bond and 4 × (3/4) ) 3 are required for its four back-
bonds to an As substrate. Thus, each Ga dimer has
one extra electron to donate to an As dimer. Inspec-
tion of the geometry of the surface shows that the
Ga dimers occur at right angles to the As dimers, so
an obvious structure is one in which a pair of As
dimers is accompanied by a pair of Ga dimers as
shown in panel c of Figure 21. This geometrical
model, called the R(2×4) structure60,169 exhibits a still
lower value of [As]/[Ga] than the â2(2×4) structure.
If the As dimers lie at the ends of the unit cell and
the Ga dimers in the center the structure is referred
to as the Rsym(2×4) structure.60 Another class of
termination models which give larger values of [As]/
[Ga] than the â(2×4) structure may be constructed
by using an As terminated surface as the substrate
for As dimers. In this case, each dimer needs only 4
× (3/4) ) 3 electrons in its back-bonds (because the
substrate As species contribute 5/4 electron to each

bond) so a total of nine electrons is required per
dimer, whereas 10 are available, i.e., As dimers on
As substrates are donors rather than acceptors. This
fact is exploited in constructing the extra dimer
structure shown in panel d of Figure 21. The added
dimer on top of the four As species donates the extra
electron needed by the dimer on the Ga substrate
beside it. Moreover, the four Ga dangling bonds
associated with the missing As row each donate the
3/4 electron just needed to fill the lone pair orbitals
of the four 3-fold coordinated As species to which the
added dimer is bonded. This model is referred to as
the γ(2×4) structure60,169 as indicated in the figure.
An even more As-rich dimer structural model may
be constructed by noting that since a missing row of
As dimers on an As substrate generates 4 × (3/4) ) 3
empty As dangling bond orbitals to be filled according
to principle 5, a model consisting of three As dimers
on an As substrate, as shown in panel e of Figure
21, satisfies principles 4 and 5. A block of four of
these structures is believed to comprise the As-rich
c(4×4) structure45b as indicated in panel e. Ad-
ditional models for Ga rich surfaces can be con-
structed to be compatible with principles 4 and 5, e.g.,
Ga dimers on an As substrate45b or Ga trimers on an
As substrate with dimerized As along missing Ga

Figure 21. Schematic diagrams of proposed atomic ge-
ometries for the (2×4) As-rich structure on GaAs(100) and
of the assembly of one of these models to form the c(4x4)
structure. Panel a: Three top-layer As dimer model
proposed by Chadi.168 Designation as the â(2×4) structure
is taken from Northrup and Froyen.60 Panel b: Three As
dimer (two in the top layer and one in the third layer)
model proposed by Chadi.168 Designation as the â(2×4)
structure is taken from Northrup and Froyen.60 Panel c:
Two top-layer As, two second layer Ga dimer model
proposed by Farrell and Palmstrøm.169a Designation as the
R(2×4) structure is taken from Northrup and Froyen.60
Panel d: Extra As dimer model proposed by Farrell and
Palmstrøm.169a Designation as the γ(2×4) structure is
taken from Northrup and Froyen.60 Panel e: Three top
layer As dimer on As substrate structure of the c(4×4)
structure as proposed by Biegelsen et al.45b (Adapted from
Hashizume et al., ref 166, with permission.)
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rows.59 Figure 21 shows, however, the array of
candidate structural models which has been most
extensively studied for the As-rich GaAs (100)-(4×4)
and (2×4) structures.
Having enumerated a substantial list of candidate

structural motifs, the next step in structure deter-
mination is to convert these motifs into detailed
structural models to be tested by comparison with
structure-sensitive measurements. For GaAs(100)-
(2×4) this has been done largely through total energy
calculations, starting with the pioneering work of
Chadi in 1987,168 who, using an empirical tight
binding total energy model, found the â(2×4) and the
â2(2×4) states nearly degenerate in energy. This
work was followed shortly with a LDF analysis by
Qian, Martin, and Chadi170 who validated the energy
lowering associated with the â(2×4) structure. Sub-
sequently, in 1993, two LDF calculations were re-
ported by Ohno171 and by Northrup and Froyen60
which led to differing structural predictions. Ohno
emphasizes the important role of large surface re-
laxations from idealized starting geometries which
stabilized the motifs shown in Figure 21, a result
with which we are familiar from our discussion of the
GaAs(111)-(2×2) structure in the previous section. A
complication with which all of the calculations must
contend is the specification of the ground-state free
energy as a function of the composition of the surface.
A useful discussion of this topic may be found in Qian
et al.170a It is resolved by using the Gibbs free energy
which is expressed as a function of the chemical
potential of the reacting species, Ga and As. Since
their sum must equal the formation energy per unit
cell of bulk GaAs, however, only one chemical poten-
tial is an independent variable. Thus, results of LDF
calculation are presented as plots of the Gibbs free
energies for the various structural models as a
function of one of the chemical potentials, as shown
in Figure 22 for GaAs(100).60b In Figure 22 the
chemical potential of Ga is taken to be the indepen-
dent variable. Movement from left to right in the
diagram corresponds to decreasing surface As con-

centrations, i.e., decreasing [As]/[Ga]. It is evident
from the figure that the c(4×4) geometry shown in
panel e of Figure 21 is the stable structure for high
surface As concentrations, whereas the Ga-rich c(8×2)
structure, comprised of Ga â2(4×2) dimer structures
as shown in Figure 23, is the stable structure at high
surface Ga concentrations. At values of [As]/[Ga]
intermediate between these limits the â2(2×4) (panel
b, Figure 21) and R(2×4) (panel c, Figure 21),
respectively are stable for decreasing values of [As]/
[Ga]. Thus, these LDF calculations have not only
specified detailed atomic geometries for comparison
with experiment but also have established expecta-
tions for the lowest energy (i.e., most stable) surface
structures at each surface composition.
The experimental situation is complicated not only

by the variety of surface compositions which are
readily accessible by MBE, but also by principle 3,
kinetic accessibility. Many of the achieved surface
compositions and structures are metastable, analo-
gous to the low temperature (2×1) cleavage struc-
tures of Si(111) and Ge(111), but less well defined.
One of the early controversies when only STM
micrographs were available concerned whether three
(â(2×4), the “six pack”) or two (â2(2×4) or R(2×4),
the “four pack”) dimers were imaged in the c(2×8)
structure. Early results45 indicated the “six pack”
whereas in time the majority of experiments46, 166,172
favored the “four pack” as expected from the LDF
results shown in Figure 22. Evidently, the â(2×4)
structure is accessible kinetically, even though its
free energy is higher than that of the â2(2×4).
The correspondence between specific atomic geom-

etries and in situ RHEED patterns (which determine
the (n×m) labels for the structures) has only partially
been clarified over time. In 1990 Farrell and Palm-
strøm suggested that the R, â, and γ motifs indicated
in Figure 21 were associated with specific RHEED
intensity fingerprints. Subsequent combined RHEED/
STM experiments166 revealed that all three RHEED
patterns were associated with “four pack” atomic
geometries, and that the experimental RHEED sig-
natures were characteristic of much more complex
surface atomic structures than a uniform coverage
of one of the motifs shown in Figure 21. Similar

Figure 22. Formation energies per unit cell of selected
surface structures on GaAs(100). The (2×4) structures for
which results are shown in the figure are As-rich geom-
etries indicated in Figure 21. The corresponding (4×2)
structures are Ga-rich geometries in which the As and Ga
species have been interchanged relative to Figure 21.
Specification of each of the geometrical models may be
found in Northrup and Froyen.60 Vertical dashed lines
indicate the allowed range of values of the chemical
potential for Ga. (Adapted from Northrup and Froyen, ref
60b, with permission.)

Figure 23. Schematic illustration of the GaAs(100)-c(8×2)
[or (4×2)] reconstruction. Dashed lines indicate the surface
unit cell. (Adapted from Biegelsen et al., ref 45b, with
permission.)
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experiments167 further resolved a controversy which
had arisen173 over the Ga-rich c(8×2) structure,
confirming that it consisted of â2(4×2) units as
predicted by Figure 22. A proposal174 that ordered
surfaces characterized by good LEED patterns are
associated with dimers which contain both Ga and
As species was shown to be at variance with both
total energy calculations60 and STM data,175 although
the associated experimental ion scattering measure-
ments have been claimed to be compatible with the
As dimer “four pack” results of Hashizume et al.166

Few quantitative structure analyses have been
reported. A glancing-angle X-ray analysis176 of a
c(4×4) structure did not yield satisfactory results for
the c(4×4) motif indicated in Figure 21 leading the
authors to conclude that the surface contained a
mixture of the c(4×4) three top layer As dimer motif
and a two As dimer on As substrate motif (which does
not satisfy principle 4), for both of which the atomic
coordinates of the top two layer As species were
given. This model is at variance with available STM
micrographs. Two more recent quantitative analyses
of the (2×4) As-rich structures, one based on shadow-
cone-enhanced secondary ion mass spectrometry177
and another on X-ray photoelectron diffraction47 are
both based on the â(2×4) structural motif (panel a,
Figure 21) which is now recognized not to be the
dominant structure. Hence the quantitative validity
of these results is uncertain, although qualitative
features like the lack of dimer tilting are likely
correct. Finally, a quantitative LEED intensity
analysis has recently been published178 for a Ga-rich
c(8×2) structure prepared, however, by ion bombard-
ment and annealing rather than MBE. This analysis
favors the Ga analog of the six pack structure shown
in panel a of Figure 21, i.e., the â(4×2) structure, as
opposed to the â2(4×2) structure shown in Figure 23
which is expected for the MBE grown material.45b,60,167
Perhaps the ion-bombard anneal treatment kineti-
cally accesses the less stable â(4×2) structure rather
than the ground-state â2(4×2) structure, thereby
achieving compatibility between the total energy
predictions shown in Figure 22 and the structure
determined by LEED intensity analysis. This result
is suggested by the fact that similar treatments for
InSb(100) yield a â(4×2) six pack In dimer structure
as determined by STM.179 Examining this overall
situation, it seems fair to conclude that at the present
time (summer, 1995) there are no fully tested and
confirmed quantitative structure determinations for
any structure on GaAs(100).
Returning to our theme of using GaAs(100) as an

example of prospective rather than retrospective
structure analysis, we see that steps 1-4 indicated
above have been completed. A number of structural
motifs have been identified (Figure 21), confirmed by
STM micrographs, and a few of them validated as
equilibrium structures (Figure 22). Quantitative
comparison of the atomic coordinates with structure
sensitive measurements is, however, in its infancy,
with available results still occasionally in apparent
conflict. Thus, steps 5 and 6 are work in process. We
have a good notion of what the structures ought to
be, but significantly less information on what they
actually are.

VII. Synopsis
Our objective in this article has been to present a

coherent description of the surface atomic geometries
of the low-index faces of tetrahedrally coordinated
semiconductors in terms of five principles (in practice
only three each for elemental and compound semi-
conductors) which govern the formation and proper-
ties of these structures. These principles, articulated
in section IV, were shown in sections V and VI to
describe the structures of all of the most highly
studied low index faces of elemental and compound
semiconductors, respectively. An important feature
of these principles is their explicit incorporation of
notions like surface state bands, Fermi surface
instabilities, and kinetic accessibility which tran-
scend the concept of local coordination chemistry.
These additional concepts were shown to be required
to give a coherent and comprehensive description of
the semiconductor surface structures. Thus, these
structures are appropriately visualized as new 2D
compounds, epitaxically bonded to their bulk sub-
strate, which exhibit properties distinct from either
the corresponding bulk solids or molecules based on
the same atomic species. The fact that their general
features may be shown to flow so readily from a few
simple principles is of great pedagogical value in
explaining the essential features of semiconductor
surface science to new generations of scientists and
of equally great practical value to research scientists
who seek to determine the structure and properties
of as yet unexplored surfaces. This article is designed
to be a vehicle to provide that value to both groups
of readers.

VIII. Abbreviations
1D one dimensional
2D two dimensional
3D three dimensional
ARPES angle-resolved photoemission spectroscopy
EXAFS extended X-ray absorption fine structure
IPES inverse photoemisssion spectroscopy
LDF local density functional
LEED low-energy electron diffraction
LEPD low-energy positron diffraction
MBE molecular beam epitaxy
RHEED reflection high-energy electron diffraction
STM scanning tunneling microscopy
T temperature
UHV ultra high vacuum
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